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ABSTRACT:  

Today, we are able to discover and store increasing amounts of detailed data on human activities: automated payment 

systems record our purchases; search engines record logs of our queries on the Internet; mobile devices record the trajectories of our 

movements; and so on. Such information is at the heart of the idea of a ‘knowledge society’, in which our understanding of social 

phenomena is sustained by data mining. It is evident that maintaining control of personal data is increasingly difficult and cannot 

simply be accomplished by de-identification.  

Our idea is to inscribe privacy protection into the knowledge discovery technology by design, so that the analysis 

incorporates the relevant privacy requirements from the start. In recent years, privacy-preserving data mining has been studied 

extensively, because of the wide proliferation of sensitive information on the internet. A number of algorithmic techniques have been 

designed for privacy-preserving data mining. In this paper, we provide a review of the state-of-the-art methods for privacy. We discuss 

methods for randomization, k-anonymization, and distributed privacy-preserving data mining. 
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I. INTRODUCTION  

Data mining is a technique that deals with the 

extraction of hidden predictive information from large 

database. It uses sophisticated algorithms for the process of 

sorting through large amounts of data sets and picking out 

relevant information. Data mining tools predict future 

trends and behaviors, allowing businesses to make 

proactive, knowledge-driven decisions. With the amount of 

data doubling each year, more data is gathered and data 

mining is becoming an increasingly important tool to 

transform this data into information. Long process of 

research and product development evolved data mining.  

This evolution began when business data was first 

stored on computers, continued with improvements in data 

access, and more recently, generated technologies that 

allow users to navigate through their data in real time. Data 

mining takes this evolutionary process beyond retrospective 

data access and navigation to prospective and proactive 

information delivery. Data mining is ready for application 

in the business community because it is supported by three 

technologies that are now sufficiently mature: 

 Massive data collection 

 Powerful multiprocessor computers 

 Data mining algorithms 

The most commonly used techniques in data mining are: 

Artificial neural networks: Non-linear predictive models 

that learn through training and resemble biological neural 

networks in structure. 

 

 

 

Decision trees: Tree-shaped structures that represent sets of 

decisions. These decisions generate rules for the 

classification of a dataset. Specific decision tree methods 

include Classification and Regression Trees (CART) and 

Chi Square Automatic Interaction Detection (CHAID). 

Genetic algorithms: Optimization techniques that use 

process such as genetic combination, mutation, and natural 

selection in a design based on the concepts of evolution. 

Nearest neighbor method: A technique that classifies each 

record in a dataset based on a combination of the classes of 

the k record(s) most similar to it in a historical dataset. 

Sometimes called the k-nearest neighbor technique. 

Rule induction: The extraction of useful if-then rules from 

data based on statistical significance. 

There is a rapidly growing body of successful 

applications in a wide range of areas as diverse as: analysis 

of organic compounds, automatic abstracting, credit card 

fraud detection, financial forecasting, medical diagnosis 

etc. Some examples of applications (potential or actual) are: 

 A supermarket chain mines its customer 

transactions data to optimize targeting of high 

value customers 

 A credit card company can use its data warehouse 

of customer transactions for fraud detection 

 A major hotel chain can use survey databases to 

identify attributes of a ‘high-value ‘prospect. 

 

 



Applications can be divided into four main types: 

 Classification 

 Numerical prediction 

 Association 

 Clustering. 

Data mining using labeled data (specially designated 

attribute) is called supervised learning. 

Classification and numerical prediction 

applications falls in supervised learning. Data mining 

which uses unlabeled data is termed as unsupervised 

learning and association and clustering falls in this 

category.  
 

II. DATA MINING & PRIVACY  

Data mining deals with large database which can 

contain sensitive information. It requires data preparation 

which can uncover information or patterns which may 

compromise confidentiality and privacy obligations. 

Advancement of efficient data mining technique has 

increased the disclosure risks of sensitive data. A common 

way for this to occur is through data aggregation. 

Data aggregation is when the data are accrued, 

possibly from various sources, and put together so that they 

can be analyzed. This is not data mining per se, but a result 

of the preparation of data before and for the purposes of the 

analysis. The threat to an individual's privacy comes into 

play when the data, once compiled, cause the data miner, or 

anyone who has access to the newly compiled data set, to 

be able to identify specific individuals, especially when 

originally the data were anonymous. 

What data mining causes is social and ethical 

problem by revealing the data which should require 

privacy? Providing security to sensitive data against 

unauthorized access has been a long term goal for the 

database security research community and for the 

government statistical agencies. Hence, the security issue 

has become, recently, a much more important area of 

research in data mining. Therefore, in recent years, privacy-

preserving data mining has been studied extensively. 

PPDM can be classified according to different 

categories. These are 

Data Distribution- The PPDM algorithms can be first 

divided into two major categories, centralized and 

distributed data, based on the distribution of data. In a 

centralized database environment, data are all stored in a 

single database; while, in a distributed database 

environment, data are stored in different databases. 

Distributed data scenarios can be further classified into 

horizontal and vertical data distributions. Horizontal 

distributions refer to the cases where different records of 

the same data attributes are resided in different places. 

While in a vertical data distribution, different attributes of 

the same record of data are resided in different places. 

Earlier research has been predominately focused on dealing 

with privacy preservation in a centralized database. The 

difficulties of applying PPDM algorithms to a distributed 

database can be attributed to: first, the data owners have 

privacy concerns so they may not willing to release their 

own data for others; second, even if they are willing to 

share data, the communication cost between the sites is too 

expensive. 

Hiding Purposes - The PPDM algorithms can be further 

classified into two types, data hiding and rule hiding, 

according to the purposes of hiding. Data hiding refers to 

the cases where the sensitive data from original database 

like identity, name, and address that can be linked, directly 

or indirectly, to an individual person are hided. In contrast, 

in rule hiding, the sensitive knowledge (rule) derived from 

original database after applying data mining algorithms is 

removed. Majority of the PPDM algorithms used data 

hiding techniques. Most PPDM algorithms hide sensitive 

patterns by modifying data. 

Privacy Preservation Techniques - PPDM algorithms can 

further be divided according to privacy preservation 

techniques used. Four techniques – sanitation, blocking, 

distort, and generalization -- have been used to hide data 

items for a centralized data distribution. The idea behind 

data sanitation is to remove or modify items in a database 

to reduce the support of some frequently used item sets 

such that sensitive patterns cannot be mined.  

The blocking approach replaces certain attributes 

of the data with a question mark. In this regard, the 

minimum support and confidence level will be altered into 

a minimum interval. As long as the support and/or the 

confidence of a sensitive rule lie below the middle in these 

two ranges, the confidentiality of data is expected to be 

protected. Also known as data perturbation or data 

randomization, data distort protects privacy for individual 

data records through modification of its original data, in 

which the original distribution of the data is reconstructed 

from the randomized data. These techniques aim to design 

distortion methods after which the true value of any 

individual record is difficult to ascertain, but “global” 

properties of the data remain largely unchanged. 

Generalization transforms and replaces each record value 

with a corresponding generalized value. 
 

III. PRIVACY PRESERVING IN MOBILE 

SENSING SYSTEM 

Mobile devices such as smart phones are gaining 

an ever increasing popularity. Most smart phones are 

equipped with a rich set of embedded sensors such as 

camera, microphone, GPS, accelerometer, ambient light 

sensor, gyroscope, etc. The data generated by these sensors 

provides opportunities to make sophisticated inferences 

about not only people (e.g., human activity, health, 



location, social event) but also their surrounding (e.g., 

pollution, noise, weather, oxygen level), and thus can help 

improve people’s health as well as life. This enables 

various mobile sensing applications such as environmental 

monitoring [1], traffic monitoring [2], healthcare [3], etc. 

In many scenarios, aggregation statistics need to 

be periodically computed from a stream of data contributed 

by mobile users [4], in order to identify some phenomena 

or track some important patterns. Although aggregation 

statistics computed from time-series data is very useful, in 

many scenarios, the data from individual user may be 

privacy-sensitive, and users do not trust any single third-

party aggregator to see their data in clear text. 

 

 
Figure 1: - Mobile Sensing System 

 

In general, privacy preservation occurs in two 

major dimensions: users' personal information and 

information concerning their collective activity. We refer to 

the former as individual privacy preservation and the latter 

as collective privacy preservation, which is related to 

corporate privacy in (Clifton et al., 2002). 

 Individual privacy preservation: The primary goal of 

data privacy is the protection of personally identifiable 

information. In general, information is considered 

personally identifiable if it can be linked, directly or 

indirectly, to an individual person. Thus, when personal 

data are subjected to mining, the attribute values 

associated with individuals are private and must be 

protected from disclosure. Miners are then able to learn 

from global models rather than from the characteristics of 

a particular individual. 

 Collective privacy preservation: Protecting 

personal data may not be enough. Sometimes, we may 

need to protect against learning sensitive knowledge 

representing the activities of a group. We refer to the 

protection of sensitive knowledge as collective privacy 

preservation. The goal here is quite similar to that one for 

statistical databases, in which security control 

mechanisms provide aggregate information about groups 

(population) and, at the same time, prevent disclosure of 

confidential information about individuals. However, 

unlike as is the case for statistical databases, another 

objective of collective privacy preservation is to protect 

sensitive knowledge that can provide competitive 

advantage in the business world. 

In the case of collective privacy preservation, 

organizations have to cope with some interesting conflicts. 

For instance, when personal information undergoes analysis 

processes that produce new facts about users' shopping 

patterns, hobbies, or preferences, these facts could be used 

in recommender systems to predict or affect their future 

shopping patterns. In general, this scenario is beneficial to 

both users and organizations. However, when organizations 

share data in a collaborative project, the goal is not only to 

protect personally identifiable information but also 

sensitive knowledge represented by some strategic patterns. 
 

IV. PERFORMANCE EVALUATION 

METRICS  

 The new system aims at simultaneously achieving 

satisfactory performance on three objectives: privacy, 

accuracy and efficiency. The specific metrics used to 

evaluate Privacy Preserving performance w.r.t. privacy; 

accuracy and efficiency are given below. 

Privacy Metrics: - Privacy can be computed at various 

levels, namely: Basic Privacy (BP), Re interrogated Privacy 

(RP) and Strict Privacy (SP).  

Accuracy Metrics: - The association rule mining errors 

can be quantified in terms of Support Error _ and Identity 

Error.  

Efficiency Metric: - This metric determines the runtime 

overheads resulting from mining the distorted database as 

compared to the time taken to mine the original database. 

This is simply measured as the inverse ratio of the running 

times between Apriori on the original database and 

executing the same code augmented with new system on 

the distorted database. 
 

V. CONCLUSION 

This paper gives data mining that protects privacy 

and technologies involved in mobile sensing system fields. 

The idea of privacy to protect data mining is to extract 

information from active data. Applications use some data 

mining classification, suite, computation, and association 

rules and so on. This paper proposes a privacy-preserving 

identification mechanism for mobile sensing systems, 

which can not only protect participants’ privacy, but also 

recognize participants’ identities to ensure data trustworthy. 

The mechanism is based on trusted computing. 
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